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Abstract. The paper mainly presents the developments of our middle-size 
league robot team “NuBot” for RoboCup 2008 Suzhou. The improvements lie   
in robot hardware like new panoramic mirror and kicking device, and in robot 
software such as algorithms for panoramic image processing and robot’s self-
localization, multi-robot cooperation, path planning and motion control. Our 
current research focuses on robust robot vision, multi-robot cooperation, new 
learning controller for DC motors, and reinforcement learning for real robots. 

1 Introduction 

RoboCup is an international research and education initiative. Its goal is to foster 
artificial intelligence and robotics research by providing a standard problem where a 
wide range of technologies can be examined and integrated. The middle-size league 
competition of RoboCup can serve as a test-bed for general-purpose methods in 
robotics and artificial intelligence like image understanding, computer vision, motion 
planning and control, and multi-robot coordination, etc. Our middle-size league team 
“NuBot”, founded in 2004, participated in RoboCup 2006 Bremen for the first time. 
We entered the top 8 by advancing to the second round robin in RoboCup 2007 
Atlanta, and won the 3rd place in the first technical challenge which is playing with 
arbitrary goals. We also participated in the 1st and 2nd RoboCup China Open in 2006 
and 2007, and won the first place respectively. Our research focuses consist of multi-
robot cooperation, robust robot vision, robot control and reinforcement learning for 
real robots, etc. 

In the following parts, we will describe the recent developments of our robot team 
comparing to that presented in our former TDP [1], involving some improvement in 
robot hardware like panoramic mirror and kicking device, and in robot software like 
algorithms for panoramic image processing and robot self-localization, multi-robot 
cooperation mechanism, path planning and motion control. Finally we will introduce 
our current research focuses. 
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2 Improvement in Robot Hardware 

Every fully autonomous robot of “NuBot” is homogeneous. The chassis of the robot 
is designed as a frame construction where there are four omni-directional wheels, DC 
motors, motor controllers, control board, batteries, electromagnetic kicking device, 
and notebook PC. An omni-directional vision system and a perspective   camera as 
the front vision are on the top of the framework. Several pieces of foam are added 
around the framework to protect our and opposite robots from strike in the 
competition. Our current robot team is demonstrated in figure 1. 

 

 
Fig. 1. Our current MSL soccer robot team-NuBot 

There are two main improvements in our robot hardware. The first one is a novel 
omni-directional vision system. The performance of omni-directional vision system is 
determined almost by the panoramic mirror. The inner part and the outer part of our 
former panoramic mirror are horizontally isometric mirror and vertically isometric 
mirror respectively, and the mirror can make the imaging resolution of the objects 
near the robot on the field constant and make the imaging distortion of the objects far 
from the robot small in vertical direction [1] [2], as shown in figure 2(c), which is a 
typical panoramic image we captured in Bremen when participating in RoboCup 
2006. From this figure, we can find that the only deficiency of this mirror lies in that 
the imaging of scene very close to robot is bad, such as the robot itself can not be seen 
in the panoramic image, which is caused by the difficult of manufacturing the 
innermost part of this mirror accurately.  

So we design a new panoramic mirror to solve the above problem by replacing the 
innermost part of the mirror with a hyperbolic mirror. The novel panoramic mirror is 
made up of hyperbolic mirror, horizontally isometric mirror and vertically isometric 
mirror from the inner to the outer. The designed profile of mirror and manufactured 
mirror are demonstrated in figure 2(a) and figure 2(b). The typical panoramic image 
captured by the new omni-directional vision system is showed in figure 2(d). The new 
omni-directional vision system maintains the merit of our former system, and also can 
have clear imaging of scene very close to robot, such robot itself.  
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    (a)                                                                  (b) 

       
(c)                                                                 (d) 

Fig. 2. The improvement in our omni-directional vision system. (a) The profile curve of new 
designed panoramic mirror. (b) The new manufactured panoramic mirror. (c) The typical 
panoramic image captured by our former omni-directional vision in Bremen, 2006, and the 
dimension of the field is 12m*8m. (d) The typical panoramic image captured by our new omni-
directional vision in Atlanta, 2007, and the dimension of the field is 18m*12m.  

Another significant improvement in hardware is the kicking device. We design a 
smaller, lighter, but more powerful solenoid, as shown in figure 3. Furthermore, the 
robot can adjust shooting strength to lift the ball over the obstacle according to its 
distance by controlling the discharging time of capacitors in the kicking electrocircuit. 
The discharging time is controlled by DSP embedded in the robot, and the time 
resolution is less than 0.1ms. 

 

 
 

Fig. 3. Our smaller, lighter, but more powerful solenoid 
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3 Algorithm for Panoramic Image Processing and Robot’s Self-
localization 

Object recognition and self-localization is the basis for robot’s autonomous ability. 
Although the color goals will be replaced by white nets, there will be still lots of color 
objects on the field of RoboCup 2008, such as orange ball, black robots, green field, 
white mark lines, and magenta/cyan markers. It is still very important for soccer 
robots to recognize these color objects. Changing light conditions can cause lots of 
difficulties to it [3], so developing robust object recognition method adaptive to 
different illumination remains as a research focus in RoboCup literature. 
     We assume that the light condition changes gently, which is consistent to most of 
the practical situations in the competition. Under this assumption, we develop a robust 
object recognition method after verifying that the conditional probability density 
distribution of the YUV values mapping to each color is Gaussian [4]. In the method, 
we firstly calibrate one or more panoramic images by human-computer interface [5] 
and get the means and variances of the conditional probability density distribution   
for each color type. We select the classifying seeds in the image based on the 
Gaussian parameters, gain the object regions from these seeds by region growing 
algorithm under the principle that the color values in an object region should be 
similar, and then the Gaussian parameters can be updated to adaptive to new light 
conditions. We also detect the white line points robustly by scanning the panoramic 
image with scan lines arranged radially around the center of the image, which is 
similar to the method in [6], but furthermore, we can reduce the false detecting rate by 
using the updated Gaussian parameters of green field to confirm the possible line 
points to be real ones [4]. The results of processing panoramic images captured under 
greatly different illumination are demonstrated in figure 4. The color objects in the all 
images can be detected correctly and the recognition can be robust to changing 
illumination. 
     The white line points are the only visual information that could be used as 
landmarks for robot’s self-localization, for there will be no longer color goals from 
RoboCup 2008. Monte Carlo localization [7] is the most popular method in indoor 
mobile robotics and it can solve the global localization effectively, like recovery from 
robot’s being kidnapped. The matching localization method presented in [8] is a very 
fast and effective algorithm to track robot’s localization, and it only takes several 
milliseconds to finish the localization computation for one frame image. The 
difference between the detected white line points and the true field mark lines in the 
world coordinate frame are used to construct the sensor model in Monte Carlo 
localization and to construct the error function needed to be minimized or optimized 
in the matching localization. This difference can be approximated by the distance 
from the detected line points to the closest field mark lines. 

According to the respective merit of these two algorithms, we combine them to 
realize our robot’s self-localization. In the localization procedure, for the competition 
field is totally symmetry, we firstly have to know which half field the robot localizes 
in before the competition, and then use Monte Carlo localization method to solve the 
global localization. After acquiring the initial localization, we apply the matching 
localization method to track the localization accurately. If the robot detects that the 
localization tracking fails or it is kidnapped during the competition, it will recall 
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Monte Carlo localization method to reinitialize its localization. For breaking the 
symmetry of the new field, we will add a digital compass as the orientation sensor. 
Experiments show that the position error of robot’s self-localization can be less than 
30cm.  

After acquiring self-localization with high accuracy, the robot can estimate the 
moving velocity of ball and other mobile objects it detected in the vision sensor by the 
method presented in [9]. The velocity information is very useful for the positioning 
strategy of goalie, and the ball passing and intercepting in multi-robot cooperation.  

 

     
 (a1)                                            (b1)                                            (c1) 

     
(a2)                                           (b2)                                              (c2) 

Fig. 4.  The processing results of panoramic images under different illumination. (a1)(b1)(c1) 
The images captured under weaker and weaker illumination. (a2)(b2)(c2) The processing 
results of the three images by our object recognition method. The red points are the detected 
white line points. 

4 Multi-robot Cooperation Mechanism 

Our robot control software is based on a behavior-based hierarchical architecture for 
mobile robots [10]. We integrate a multi-robot cooperation mechanism combining the 
globally distributed role assignment strategy and the partially centralized cooperation 
strategy in this architecture. In the globally distributed role assignment strategy, all 
robots are equal totally, and they can select their own roles dynamically based on 
market mechanism, such as attacker, assistant, defender and so on. In the partially 
centralized cooperation strategy, we define several tactical actions for two-robot 
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cooperation, like place-kick cooperation, attacking cover and ball passing. The 
definitions of these tactical actions are as follows: 

Place-kick cooperation: In the place-kick, the assistant will push the ball to the 
front of attacker, and then the attacker can score the ball directly, for there is not 
direct freekick in RoboCup MSL according to current rule; 

Attacking cover: When the attacker is dribbling the ball, the assistant will cover it 
by positioning between the ball and the opposite robots; 

Ball passing: The attacker will pass the ball to its teammate who is in the better 
position, and then the teammate will intercept and receive the ball, like in the corner 
kick.  

In the above two-robot tactical actions, the attacker is the dominator, and it can 
decide whether, how and who to cooperate with itself by communication according 
the situation in the competition.  

The information flows of the globally distributed role assignment strategy and the 
partially centralized cooperation strategy are shown in the figure 5. The performance 
of multi-robot cooperation can be found in the qualification video for RoboCup 2008 
from our team website: www.nubot.com.cn.  

                

Information 
flow

                    (a)                                                                     (b) 

Fig. 5. (a) The information flow of the globally distributed role assignment strategy. (b) The 
information flow of the partially centralized cooperation strategy.  

5 Robot’s Path Planning and Motion Control 

We have done some research on trajectory planning, for robot has to select an optimal 
trajectory to attack and shoot the ball to the opponent’s goal in dynamic environment. 
Due to the robot’s movement is based on kinematic model analysis, we only generate 
the nearest point as the destination point where there are fewest obstacles between the 
robot and opponent’s goal and the robot can shoot and score. We disperse the 
opponent’s half field as grids and calculate the utility of each grid according to the 
following four factors with different weights: the position sensitivity of the grid which 
increases as the distance to the opponent’s goal decrease; the obstacles between the 
grid and the opponent’s goal; the distance between the grid and the each obstacle 
detected; the obstacles between the robot and the grid. Then we can search the nearest 
point/grid where the robot can get more opportunity to score from robot’s current 
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position. In real application, we also set the condition to replan and make the robot 
not change its movement suddenly due to the imprecise and vibrational sensor 
information. 
     In motion control, for having achieved accurate robot’s self-localization, we 
redesign the robot’s basic behaviors such as moving to some point and the positioning 
strategy in world coordinate frame. We also redesign ball tracing behavior in target 
reference coordinate which is fixed to the ball with the ball velocity direction as x 
axes. So when capturing the ball, the robot just need to move to the origin of the 
target reference coordinate without the need to consider the complex relation between 
the ball and the robot. 

6 Current Research Focus 

Our current main research focuses are listed as follows:  
-Robust robot vision: The final goal of RoboCup is that the soccer robot team 

defeats human champion, so robots will have to be able to play outdoors and get rid of 
the color-coded environment sooner or later. We are developing our robot vision 
system to make that the robot can work well in the environment with highly dynamic 
illumination and even in totally new field without any off-line calibration. We are also 
researching on the new arbitrary FIFA ball recognition method based on our omni-
directional vision system.  

-Multi-robot cooperation: Multi-robot cooperation holds an important place in 
distributed AI and robotics field. We have designed a good multi-robot cooperation 
mechanism and also realized several two-robot cooperative behaviors. Now we have 
to do deeper research to develop our robot’s cooperation ability by involving more 
robots and more complex cooperative behaviors in this mechanism.  

-New learning controller for DC motors: An ongoing research project is to 
replace the traditional PID controller for DC motors by a new learned controller based 
on reference controller. The reward of the learning controller is a function of the 
performance. To deal with the continuous state space, the input state-action pairs are 
approximated by a multi-layer perception (MLP), and the weights of the MLP are 
initialized by a former PID controller. The training process of new learning controller 
can converge quickly because of the proper initial weights. The controller can adapt 
to different field carpets, because it will be trained on them. The controller also can be 
optimal under the noise, overcome wheel slippages, and adapt to robot’s different 
dynamic character. 

-Reinforcement learning for real robots: Applying reinforcement learning to 
real robot control is attractive for its superiority over the traditional explicit control 
procedures. But it is not an easy job for that there are time-delay, imprecise sensor 
information, large state spaces and constraint of training times existing in the real 
robot system. Now we focus on applying RL to the behavior control of the single 
robot, such as intercepting a moving ball or driving to a specified position. In our 
research, we will use the linear function approximation to deal with large state spaces. 
We will also learn the robot’s behavior in our MSL simulation environment [1] based 
on ODE, and then go on in real robots to reduce the training times in real robots. 
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7 Summary 

We have describe the developments of our soccer robot team, including the new 
panoramic mirror and kicking device in robot hardware and panoramic image 
processing, robot’s self-localization, a novel multi-robot cooperation mechanism, path 
planning and motion control in robot software. Our current research focuses are in 
robust robot vision, multi-robot cooperation, new learning controller for DC motors 
and reinforcement learning for real robots.  
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